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Abstract

Simple cells display a specific adaptation aftereffect when tested with drifting gratings. The onset of the response to
each cycle of the grating is delayed after adapting, but the offset is unaffected. Testing with stationary bars whose
luminance was modulated in time revealed that aftereffects occur only at certain points in both space and time. The
aftereffects seen with moving stimuli were predicted from those seen with stationary stimuli. These adaptation
experiments suggest a model that consists of mutually inhibitory simple cells that are in spatiotemporal quadrature.
The inhibition is appropriately localized in space and time to create the observed aftereffects. In this model,
inhibition onto direction-selective simple cells arises from simple cells with the same preferred direction.
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Introduction

Adaptation aftereffects in single cells of cat visual cortex appear in
the timing as well as in the strength of their responses. A highly
specific timing aftereffectis seen when simple cells are presented
with drifting gratings, consisting of a delay in the onset of response
to each cycle of the test stimulus but no change in the offset (Saul,
1995). A model presented here accounts for the previous as well as
new experimental results.

This model also addresses how inhibition is tuned for direction.
A common view of the creation of cortical selectivity involves
convergence of excitatory inputs that support responses to optimal
stimuli, combined with inhibitory influences from cortical cells
with opposing stimulus preferences. In the visual system, orienta-
tion selectivity is often thought to be generated by excitatory input
from cells whose receptive fields are aligned along the preferred
orientation (Hubel & Wiesel, 1962), with inhibition from cells
preferring different orientations (Sillito et al., 1980; Ferster &
Koch, 1987). Direction selectivity has been modeled by analogous
mechanisms (Sillito, 1984; Maex & Orban, 1995).

This idea that inhibition is tuned in a way that opposes the
excitation is not well supported experimentally (Creutzfeldt et al.,
1974; Innocenti & Fiore, 1974; Ferster, 1988; Sato et al., 1991;
Murthy & Humphrey, 1999). Instead, the tuning of inhibition tends
to match that of the excitation. The model outlined here shows how
to make sense of inhibition between simple cells with similar
direction preference.

Methods

Details of the experimental design can be found elsewhere (Saul,
1995). Briefly, female adult cats were anesthetized with halothane,
immobilized with Flaxedil and curare, and artificially respired. All
procedures were performed according to the NIH Guidelines for
the care and use of animals. Blood pressure, heart rate, and EEG
were monitored for signs of discomfort.

Extracellular single-unit recordings were made from simple
cells in area 17. Visual stimuli were presented at a mean luminance
of 15 cd0m2. Either a blank screen or a drifting grating was present
during the first 8 s ofeach 12-s trial. The subsequent 4 s were used
to collect data in response to a test stimulus, which was either a
drifting grating or a stationary bar. From trial to trial, the bar was
placed at a series of positions across the receptive field and its
luminance was modulated sinusoidally in time at a series of tem-
poral frequencies (Saul & Humphrey, 1992). Comparisons were
made between responses to the identical test stimulus under two
conditions: control and adapted. Control responses were those that
followed 8 s of theblank screen; adapted responses were those that
followed 8 s of thedrifting grating. The various conditions were
interleaved in pseudorandom sequences.

Responses to the stationary bars were used to predict the re-
sponses to the drifting grating. The prediction was based on the
relation

R~t! 5 *r ~x,t 2 xf0v! dx,

whereR~t! is the predicted response to a grating of spatial fre-
quencyf drifting at temporal frequencyv, and r ~x,t! is the re-
sponse to a stationary bar. Bars were presented at a series of
positionsx, and the integral was approximated as a sum over the
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tested positions. Predictions were computed for spatial frequencies
between610(2Dx!, whereDx is the distance between adjacent
positions. Predicted responses shown here were derived from the
spatial frequency giving the largest first harmonic amplitude for
the control case.

Model responses were computed by an iterative method that
relaxed to a stable state, to simulate the feedback between two
mutually inhibitory simple cells. The excitatory afferent inputs to
the simple cells were rectified products of spatial and temporal
sinusoids weighted by a Gaussian function of space (Fig. 4B). The
gain of the inhibition between the simple cells was the only pa-
rameter that changed across simulations, increasing in the adapted
state relative to the control state (Fig. 5). The inhibition was low-
pass filtered by convolving the cortical activity with an exponen-
tial decay whose time constant was an eighth of a cycle, creating
a slight delay of the postsynaptic effect relative to the presynaptic
activity. On each iteration: (1) the inhibition was computed by
multiplying the low-passed cortical activity by the gain; (2) the
inhibition was subtracted from the afferent excitation; and (3) the
cortical responses were rectified. Step 3 is the only nonlinearity in
this process. Thus, the response of one of the cells at each iteration
was a function of the response of the other cell at the previous
iteration. The sequence was considered to have converged when
the absolute difference between responses in successive iterations
at all positions and times was less than 0.1% of the peak response.
The process is given by the equations:

A0 5 EA,

B0 5 EB,

An 5 R~EA 2 q{Bn-1 * F!,

Bn 5 R~EB 2 q{An-1 * F!,

where An and Bn are the responses of the two cells at thenth
iteration, R~u! 5 max(0,u! is rectification, EA and EB are the
afferent inputs,q is the inhibitory gain,* indicates convolution,
andF is the low-pass filter.

Results

Experimental

The timing aftereffect is illustrated in Fig. 1A. The control re-
sponse was obtained from a 0.5 contrast grating drifting across the
simple cell’s receptive field at 2 Hz for 4 s. The adapted response
was obtained from the identical test stimulus, but was preceded by
8 s of the same 0.5 contrast grating, whereas a blank screen pre-
ceded the interleaved test trials from which the control responses
were recorded.

The onset of the adapted response was delayed at each cycle of
the stimulus (8 cycles here during the 4-s test trials). However, the
cell responded equally well under both conditions later in the
cycle, and the offset of the response was not affected. To explain
this result, some nonlinear mechanisms are required, since any
linear transformation of the control response will shift both onset
and offset by the same amount. However, a quasilinear model can
reproduce this behavior (Saul, 1995). This model consists of mu-
tually inhibitory simple cells that are in a push–pull relationship.
The only nonlinearity required is rectification.

On the other hand, stronger nonlinearities could conceivably
explain the result. One way to test this is to use the fact that
responses to moving stimuli in many simple cells have a quasi-
linear relationship to responses to stationary stimuli. If, for exam-
ple, nonlinearities inherent to moving stimuli were involved in
these aftereffects, they would not be seen in the stationary tests.

Receptive fields were therefore mapped with stationary stimuli
in control and adapted states, and the responses to moving stimuli
were computed through linear predictions based on the stationary
responses. As described previously (Saul & Humphrey, 1992),
maps were derived from responses to sinusoidally luminance-
modulated stationary bars. In Fig. 1B, the control and adapted
maps are shown for 2-Hz modulation. Three positions were still
driven well in the adapted condition, two ON positions (at 0.4 deg
and 0.1 deg) and one OFF position (at20.1 deg). Two of these
positions were not affected by adapting, but at 0.4 deg a timing
aftereffect like those seen with moving stimuli is apparent. All
adapting stimuli here were moving gratings, which might be ex-
pected to affect all positions across the receptive field similarly.
The fact thataftereffects occur at specific points in space and time
provides a powerful challenge to models. Predictions of the re-
sponses to moving stimuli are shown in Fig. 1C, and display a
timing aftereffect, indicating that the aftereffect seen with moving
stimuli does not necessarily involve processes beyond those present
in the receptive-field structure.

Fig. 2 illustrates analogous results from three additional neu-
rons. These cells illustrate the wide range of detailed behaviors
observed in a small sample. The only general conclusion was that
all 12 simple cells that responded adequately in the adapted state
(adapting often simply eliminated responsiveness) showed timing
aftereffects at some but not all positions. In Fig. 2A, a cell shows
only minimal timing aftereffects in its ON zone. The cell in Fig. 2B
exhibited timing aftereffects in its OFF zone and at one position in
its ON zone. The cell in Fig. 2C displayed strong aftereffects at
several positions. Fig. 3 shows a cell responding in control and
adapted states at three temporal frequencies. Aftereffects appeared
at several positions at each of the tested temporal frequencies, but
these positions changed with frequency. No conclusions about how
the affected positions related to receptive-field structure and di-
rection selectivity could be drawn from these limited experiments.
The model presented below hypothesizes that stimulation at these
positions evoked appropriately timed inhibition.

Theoretical

The highly reduced model (Fig. 4A) consists of two mutually
inhibitory simple cells that receive excitatory lagged or nonlagged
lateral geniculate nucleus (LGN) inputs. The separation of the
lagged and nonlagged projections here was chosen to clarify the
model, not to match any of the particular examples in Figs. 1–3.
Each cell could have been shown as receiving convergent lagged
and nonlagged inputs, but presenting the model without this con-
vergence emphasizes the intracortical interaction. The ON- and
OFF-center LGN cells have spatially offset receptive fields. The
spatial relationships between the lagged and nonlagged LGN cells
are important: the receptive fields of the lagged and nonlagged
cells interdigitate (Saul & Humphrey, 1992). The ON and OFF
zones of each simple cell lie a half-cycle apart in space, and the
lagged and nonlagged zones are a quarter-cycle apart in space.
Lagged and nonlagged LGN cells respond about a quarter-cycle
apart in time (Saul & Humphrey, 1990). The result is that the LGN
inputs provide “spatiotemporal quadrature.” The key aspect of the
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model is that the mutually inhibitory simple cells respond at dif-
ferent points in space and in time.

Fig. 4B presents space–time plots that show how the compo-
nents of this model respond to sinusoidally modulated stationary
stimuli like those used in the experiment of Fig. 1B. The afferent
activity is indicated above the model cortical responses. The in-
hibitory relays provide spatiotemporal quadrature partners of the
excitatory afferents. Comparing the upper to the lower plots in
Fig. 4B, one can see that the afferent excitation is suppressed at
some receptive-field positions and times but not at others, depend-
ing on the responses providing the inhibition. Because the excita-
tion and the inhibition are offset in space and time, their interaction
produces the spatiotemporal orientation of the simple cell re-
sponses, seen as the upper right to lower left slope of the cortical
maps.

Spatiotemporally oriented receptive fields are direction selec-
tive, with the preferred direction being that in which the responses
occur progressively earlier in time. Note that both receptive fields
are oriented in the same direction, preferring motion downward
through their receptive fields. The counterintuitive notion that cells
that inhibit each other prefer the same direction of motion is not
surprising here, since both these cells receive the same inputs, with
only a reversal of sign. The receptive fields are not separated by a
half-cycle, however. Instead, they differ by a quarter-cycle in space
and a quarter-cycle in time.

Simulated responses to drifting gratings are illustrated in
Fig. 4C. The two model neurons respond out of phase with each
other in their preferred direction, silencing each other during al-
ternate half-cycles. Even though the strongest inhibition arrives
onto each cell for the preferred direction, this inhibition does not
reduce the response, because it occurs in time when there is little
excitation. In the nonpreferred direction, on the other hand, the
quarter-cycle differences between the cells cancel each other, and
the two cells are active at the same time. They inhibit each other
and reduce each other’s response in this direction.

The inhibition in the nonpreferred direction creates the direc-
tion selectivity. Nonetheless the amplitude of these inhibitory sig-
nals is low, since the presynaptic cell is not as active as in the
preferred direction. The apparent contradiction that inhibition is
crucial yet weak arises from the way negative feedback regulates
activity. The strength of inhibition is directly, rather than inversely,
related to the strength of excitatory responses.

The model of Fig. 4 can reproduce the adaptation data de-
scribed above. The responses of the model cells derived in Fig. 4
will be considered to be the control responses. To obtain the adapted
responses, the inhibitory synapses are potentiated (their gain is
increased). Results for moving stimuli have been previously de-
scribed (Saul, 1995).

In Fig. 5A, the stationary responses are similar to those in
Fig. 1B in that some positions are not affected by adapting, but
others show a delayed onset with no change in offset. In Fig. 5B,
the moving responses have been predicted from the stationary
responses in Fig. 5A, for comparison to Fig. 1C. The onset is
delayed, with no change in offset. Timing aftereffects can be ex-
plained by quasilinear mechanisms if response timing is taken into
account.

Fig. 1. Example of timing aftereffects from a direction-selective (DS5
0.81) simple cell in layer 4B. A: Extracellularly recorded responses of a
simple cell to a grating drifting across its receptive field in the preferred
direction in control and adapted states. Both responses are to the same
stimulus, a 0.5 contrast 0.7-cpd grating moving at 2 Hz for 4 s, so that the
histograms are averages over 8 cycles and 5 repeated trials (40 cycles
total). The control response was obtained in trials that followed 8 s of a
blank screen, whereas the adapted response came from interleaved trials
that followed 8 s of thesame grating as used for the test responses. Thus,
one can think of these responses as arising from the first 4 s or thelast 4 s
of a 12-s presentation of the grating. B: Responses of a simple cell to
sinusoidally modulated stationary bars in control and adapted states. All
histograms have been smoothed. Bars were 0.2 deg3 4 deg, presented in
4-s trials following 8 s ofeither a blank screen or a drifting grating as in
A. Note that the vertical scale for firing rate (in impulses0s) varies across
the six positions shown and that the responses at20.1 deg, 0.1 deg, and
0.4 deg dominate. C: Predictions of responses to drifting gratings based on
actual responses to stationary bars shown in B. Data were summed after
shifting in time appropriately for a 0.7-cpd grating moving downward
through the receptive field.
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Discussion

Direction selectivity emerges through spatial and temporal dif-
ferences between inputs. Potential sources of the temporal dif-
ferences underlying cortical direction selectivity in the cat are
lagged and nonlagged cells in the lateral geniculate nucleus (Saul
& Humphrey, 1990). Cortical cells can therefore receive excit-
atory afferents that are in approximate spatiotemporal quadra-
ture. The combined geniculate inputs to single cortical simple

cells can be direction selective (Ferster et al., 1996; Chung &
Ferster, 1998). Nonetheless, cortical cells excite and inhibit
each other, and in the process relay the signals obtained directly
from the afferents. Intracortical excitation was not considered
explicitly here, since its tuning is more straightforward (Maex &
Orban, 1995; Suarez et al., 1995) than that of inhibition. Intu-
itively, and according to some models (Sillito, 1984; Maex &
Orban, 1995), inhibition should be strongest in the nonpreferred
direction.

Fig. 2. Three examples of aftereffects in spatiotemporal receptive-field maps. Format is like that of Fig. 1B, with predictions as in
Fig. 1C shown below each series of positions. Positions where responses were unreliable (standard error of phase exceeded 0.1 cycle
or standard error of amplitude exceeded half mean amplitude) were omitted for clarity here and in Figs. 1 and 3. A: Responses at 2 Hz
from a cell in layer 6 that was not direction selective (DS5 0.26). Positions shown ranged over 1.7 deg. Test bar was 0.2 deg3 8 deg.
Adapting grating had a temporal frequency of 2 Hz and a spatial frequency of 0.4 cpd. Contrast was 0.5 for all stimuli. Spatial frequency
used for the prediction was 0.37 cpd. B: Responses over 1.5 deg at 1 Hz from a moderately direction selective (DS5 0.62) layer 4A
cell. Parameters of adapting grating were 0.5 contrast, 1 Hz, 0.8 cpd. Test contrast was 0.4, bar was 0.3 deg3 8 deg. Prediction was
obtained at 0.8 cpd. C: Responses over 0.6 deg at 2 Hz from a direction-selective (DS5 0.72) cell in layer 4B. Adapting grating was
0.5 contrast, 2 Hz, 1.6 cpd. Test bar was 0.8 contrast, 0.2 deg3 4 deg. Prediction was obtained at 1.01 cpd.
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Adaptation was assumed here to potentiate inhibition. This as-
sumption is not supported by pharmacological experiments that
blocked GABA receptors (DeBruyn & Bonds, 1986; Vidyasagar,
1990; McLean & Palmer, 1996). Those studies only examined
amplitude aftereffects. Antagonizing GABAA-mediated inhibition
could interfere with timing aftereffects, since aftereffects of timing
and amplitude are independent (Saul, 1995). A portion of that
independence can be attributed to “intrinsic,” fatigue-like mecha-
nisms underlying some amplitude aftereffects (Vautin & Berkley,
1977). For instance, a nonspecific intrinsic decrease in response
amplitude atlow contrastsis probably mediated by a prominent
membrane hyperpolarization (Carandini & Ferster, 1997; Sanchez-
Vives et al., 1997) that seems to be independent of inhibitory
inputs. These changes in amplitude may or may not be accompa-
nied by changes in timing. Adapting often reduced response am-
plitude to zero at some positions in the present experiments, making
it impossible to measure timing (these positions were generally
omitted from Figs. 1–3). However, it is clear that timing can change

without any change in amplitude. In many cases, timing after-
effects are observed athigh contrastswithout a large decrease in
amplitude (Saul, 1995), consistent with the high-contrast data shown
by Carandini and Ferster (1997). Amplitude aftereffects are re-
duced by antagonism of presynaptic metabotropic glutamate re-
ceptors (McLean & Palmer, 1996). It remains unclear how this or
other mechanisms for synaptic depression could mimic the ob-
served timing aftereffects, whereas the model relying on inhibition
gives an excellent fit to the data.

This model, which extends ideas of many others (Hubel &
Wiesel, 1959; Palmer & Davis, 1981; Ferster, 1986; Heggelund,
1986; Ferster & Koch, 1987; Tolhurst & Dean, 1987, 1990; McLean
et al., 1994; Livingstone, 1998), calls attention to the relative spa-
tiotemporal organization of the net excitatory and inhibitory input
to a cell. For direction-selective cells, the excitation and inhibition
are in approximate quadrature. Most previous studies have not
focused on the temporal differences between excitation and inhi-
bition, often assuming that they are a half-cycle out of phase. The

Fig. 3.Aftereffects at three test temporal frequencies in a direction-selective (DS5 0.96) simple cell in mid-layer 4. Adapting stimulus
was a 1-Hz 0.6-cpd grating. Test bar was 0.2 deg3 8 deg. All stimuli were at 0.5 contrast. Positions shown ranged over 1.5 deg (at
1 Hz). Predictions were obtained at 0.7 cpd.
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claim here is that the relative phase of the excitatory and inhibitory
inputs varies from cell to cell. These inputs are ultimately derived
from the LGN, but can be relayed through other cortical cells. The
inhibitory relays connect cells that prefer thesame directionbut
respond atdifferent timesin that direction. This scheme accounts
for the adaptation data, which present a challenge to models for
cortical receptive-field structure and direction selectivity.
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