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Abstract

Extracellular single-unit recordings were made from simple cells in area 17 of anesthetized cats. Cells were
tested with drifting gratings under control and adapted conditions. Response amplitude and phase were
measured as a function of either contrast or temporal frequency. Adapting not only reduces amplitude, but
also retards phase. Adaptation alters the responses of simple cells in a particular way: the onset of the
response to each cycle of a sinusoidally modulated stimulus is delayed. Once cells start to respond during
each cycle, however, they generally recover to control levels, and the offset of the response is unaffected by
adapting. The timing aftereffects are independent of the amplitude aftereffects. Timing aftereffects are
tuned around the adapting temporal frequency, with a bias toward lower temporal frequencies. Adaptation
thus modifies cortical responses even more specifically then previously thought. Firing rates are depressed
primarily at response onset, even after several stimulus cycles have occurred following the end of adapting.
Because all cells appear to adapt in this way, the data offer an opportunity to theorize about cortical
connectivity. One implication is that inhibition onto a simple cell arises from other simple cells with similar
response properties that fire a half-cycle out of phase with the target cell.
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Introduction

Cortical cells tend to be activated only by specific situations.
To understand the origins of cortical response specificity, typi-
cal experiments alter responses in some controlled way. This
paper arises out of one such manipulation, where adaptation
is used to modify response properties. Adaptation refers here
to the process by which short-term experience affects responses,
and particularly how an adapting stimulus induces aftereffects,
changes in responses that persist after the adapting stimulus is
removed. Adapting affects spatial- and temporal-frequency tun-
ing and direction selectivity; the mechanisms underlying these
response properties can be studied through the parallel changes
in receptive-field structure. For instance, adapting can change
spatial-frequency tuning by reducing responses at and below the
optimal frequency more than at higher frequencies (Saul &
Cynader, 1989a). Since the optimal spatial frequency is inversely
related to the spatial wavelength of the receptive field (Mov-
shon et al., 1978), the receptive-field map should also be altered
by adapting.

The changes in response properties and receptive-field struc-
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ture revealed by adapting can shed light on the connectivity in
cortex and on the arrangement of thalamic afferents to single
cortical cells. Many of these relationships can be fruitfully char-
acterized in terms of space and time. Spatial receptive-field struc-
ture has been studied far more than temporal structure, but the
timing of neuronal responses to sensory stimuli has recently
received increasing attention (Hamilton et al., 1989; Saul &
Humphrey, 1990, 1992b; DeAngelis et al., 1993; McLean et al.,
1994). This paper will show how adapting affects response tim-
ing, as part of an effort to understand spatiotemporal receptive-
field structure.

Adaptation aftereffects have been observed in single cells of
cat visual cortex by many investigators over the past 20 years
(Maffei et al., 1973, 1986; Vautin & Berkley, 1977; von der
Heydt et al., 1978; Movshon & Lennie, 1979; Kulikowski et al.,
1981; Dean, 1983; Albrecht et al., 1984; Ohzawa et al., 1985;
Hammond et al., 1985, 1986, 1989; Hammond & Mouat, 1988;
Maddess et al., 1988; Marlin et al., 1988, 1991, 1993; Saul &
Cynader, 1989a,b; Bonds, 1991; Pettet & Gilbert, 1992; Giaschi
et al., 1993). In a typical experiment, a high-contrast stimulus
is presented in a cell’s receptive field for about a minute. The
response to this stimulus declines during this period, and re-
sponses to subsequently presented test stimuli are weaker than
they were prior to adapting. Consistent findings from these pre-
vious studies include (1) practically every cortical cell adapts,
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whereas subcortical cells do not; (2) aftereffects are observable
after a few seconds of adapting, and persist for seconds; (3) de-
spite the presence of a nonspecific fatigue-like component, the
tuning of aftereffects is specifically related to the adapting stim-
ulus; (4) adaptation produces a rightward shift of the contrast
response function; and (5) both directions of motion are affected
by adapting, with differences between the directions varying
across investigations.

Despite the numerous investigations of adaptation, we still
know little about the underlying mechanisms. In all of the pre-
vious physiological studies, aftereffects have been measured in
terms of decreased responses in the adapted state relative to a
control state, or, equivalently, as shifts of the contrast response
function. Timing has been ignored. This paper communicates
details of a simple phenomenon: visual cortical cells show re-
liable, consistent changes in response timing when adapted.
Adapted response histograms from simple cells are systemati-
cally shifted toward later times. This observation is true of nearly
every simple cell. It occurs primarily for test stimuli that are
similar to the adapting stimulus. The timing aftereffects are
largely independent of the amplitude aftereffects. The changes
in response phase induced by adaptation occur primarily at
low temporal frequencies, in contrast to amplitude aftereffects
that are stronger at high temporal frequencies. The temporal-
frequency dependence of the phase aftereffects shows that adap-
tation does not produce a pure delay of the response. For clarity,
results on the contrast dependence of aftereffects are presented
before the main results on temporal-frequency tuning. These
experiments provide hints as to the mechanisms underlying
adaptation by going beyond previous observations that only con-
sidered response strength. They also have implications for cor-
tical connectivity. In addition, the importance of response timing
in generating cortical specificity is reinforced.

Some of these results have been presented in abstract form
(Saul, 1993).

Methods

Animal preparation

The details of the surgical procedures have been described pre-
viously (Saul & Humphrey, 1990, 1992a,b). Female adult cats
weighing 2-3 kg were anesthetized with 4% halothane in nitrous
oxide and oxygen. Flaxedil (gallamine triethiodide, 15 mg) was
administered i.v. for paralysis and the animal was artificially
respired. Heart rate, rectal temperature, and expired CO, were
monitored. The halothane concentration was adjusted to main-
tain a state of strong synchronization in the electroencephalo-
gram (EEG) during the remainder of the surgery and mild
synchronization during recording. A small craniotomy was made
over left visual cortex at about P4/L1, and the dura was care-
fully reflected to expose just enough of the cortex to permit elec-
trode placement. All penetrations in this study were verified
histologically to be in area 17. Eccentricities ranged from 0.7
deg to 21 deg, with most cells falling between 5 deg and 10 deg.

All incisions and pressure points were infused with lidocaine
HCl to further reduce the possibility of discomfort. The intra-
venous infusion included 5 mg/kg-h of Flaxedil and 0.7 mg/kg-
h of d-tubocurarine in 5% dextrose and lactated Ringer’s
solution, and was delivered at a rate of about 5 ml/h. Rectal
temperature was maintained at about 37.5°C through a feedback-
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controlled heating pad. End-tidal CO, was kept at 4%, and
heart rate was in the range of 150-240 beats/min. Periodic spec-
tral analyses of the electroencephalogram showed most of the
power was at frequencies below 10 Hz. In later experiments,
arterial blood pressure was continuously monitored and main-
tained at about 100 mm Hg. The skull was attached to cross
bars to permit removal of the ear and eye bars while keeping
the skull position rigid in stereotaxic coordinates.

Pupils were dilated with atropine and nictitating membranes
were retracted with phenylephrine HCl. Zero-power contact
lenses were placed on the eyes which were frequently bathed with
1.5% saline. The eyes were refracted by slit retinoscopy and
focus at 57 cm was corrected if necessary with lenses placed in
front of the eyes. Contact lenses containing 3-mm artificial
pupils were placed over the eyes. A small piece of a mirror was
attached to the edge of a contact lens and a laser beam was
reflected off the mirror onto the tangent screen. This permit-
ted continuous monitoring of changes in eye position. Eye move-
ments were negligible in the recordings presented here.

Recording

Micropipettes filled with 10% HRP in 0.2 M KCl in Tris buffer
were used for all recordings in this study. These pipettes were
beveled to final impedances of 50-100 MQ. In the brain, the
impedance would often go up to 100-200 M as the electrodes
clogged. They could be temporarily cleared while advancing by
overcompensating the capacitance to induce ringing. Stable
recordings could be obtained over many hours. Single units were
well isolated, although on rare occasions a second unit inter-
fered and data collection was terminated. These electrodes have
been shown to record from small as well as large cells (Hum-
phrey & Weller, 1988).

Stimulation

Visual stimuli were generated on a Tektronix 608 monitor run-
ning at a 200-Hz frame rate placed 57 cm from the tested eye.
Drifting grating stimuli were generated by a Picasso (Innisfree,
Inc., Cambridge, MA) controlled directly by an LSI-11 com-
puter which was in turn controlled by a Macintosh Quadra 900
running Igor Pro (WaveMetrics, Inc., Lake Oswego, OR). Stim-
ulus parameters were carefully calibrated, but contrast values
shown below are not reliable at the highest contrasts plotted
(above about 0.8 contrast). In many cases contrasts of 1 are
stated for simplicity, but these values were slightly smaller in
reality because of ambient light. The mean luminance was 15
cd/m? for all experiments.

Initial hand-plotting and preliminary quantitative tests per-
mitted estimation of tuning and in particular optimal values of
orientation, spatial and temporal frequencies, and direction. The
experiments presented here consisted of repeated presentations
of adapting and test stimuli (Saul & Cynader, 1989a,b), all of
which were drifting gratings. The test stimuli varied as a func-
tion of either contrast or temporal frequency. Each trial was
divided into an adapting and a test portion. Typically, 8 s of
adapting stimulation were followed by 4 s of test stimulation.
Only responses during the test portion are analyzed. During the
adapting portion either a drifting grating was present or the
screen was blank, with a luminance of 15 cd/m2. Trials on
which the blank screen was present were used to measure con-
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trol responses to each test stimulus. Trials on which a drifting
grating was present during the adapting portion generated the
adapted responses which were then compared to the control
responses. Several different adapting stimuli were often used
in a single run.

Special efforts were made to reduce possible transient effects.
In all experiments reported here, test stimuli actually commenced
100 ms earlier than nominally indicated, and lasted a total of
4.1 s. Thus, the first 100 ms following onset of the test stimu-
lus were ignored, and responses were derived from histograms
that averaged over the last 4 s of each trial.

Most studies of adaptation in single cells have used trials that
last on the order of minutes. Saul and Cynader (1989a) previ-
ously showed that aftereffects can be observed with briefer tri-
als. In that study contrasts were near threshold, where amplitude
aftereffects are most clearly revealed. In the present study higher
contrasts were necessary in order to study timing. However,
aftereffects were still observable even with brief trials, permit-
ting more conditions to be tested and the tuning of the after-
effects to be determined. The tradeoff is that weaker aftereffects
were observed. Strong aftereffects are sacrificed to some extent
in order to study their tuning. To increase aftereffect strengths,
spatial frequencies were generally chosen to be slightly lower
than optimal, and temporal frequencies just higher than opti-
mal (Saul & Cynader, 19894,b).

Analysis

Spike arrival times for the test portion of each trial were used
to increment bins (bin width varied slightly with stimulus tem-
poral frequency, but was typically 3.90625 ms) in histograms
whose length was equal to the test stimulus period. For exam-
ple, if the test stimulus drifted at 2 Hz, the histogram would
have a length of 500 ms, and eight stimulus cycles would be aver-
aged in the histogram because the test portion lasted 4 s. The
first harmonic amplitude and phase were then computed for this
histogram. These responses were averaged over the 5-10 itera-
tions for each condition to derive means and standard errors
of both amplitude and phase.

Adapted and control responses were compared by comput-
ing the 7-score between them. This index divides the difference
of the means by the square root of the summed-squared stan-
dard errors. It effectively normalizes the response difference so
that aftereffects can be seen in weak responses or small abso-
lute differences as well as in strong responses and large differ-
ences. It also gives a sense of statistical significance, since for
normally distributed data this score serves as the statistic for
Student’s z-test. Here it is used as an index of the strength of
aftereffects rather than as a statistic from which to compute
probabilities that aftereffects are significant, since population
data are obtained by averaging ¢-score values. To perform such
averaging the test variable (contrast or temporal frequency) was
normalized by computing its distance from the adapting stim-
ulus in octaves (Saul & Cynader, 1989a,b).

Results

Histograms

The first harmonic response phase will be the primary measure
used to describe response timing. However, this index does not
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Fig. 1. Averaged histograms from a simple cell tested with a 0.28
cycles/deg grating drifting at 4 Hz in the preferred direction. Contrast
was 0.25. A total of 144 cycles (16 cycles per trial X 9 trials) are included
in each of the two histograms. The control responses were obtained from
4-s test trials that followed 8 s of zero contrast; the adapted responses
were from identical, interleaved test trials that followed 8 s of stimula-
tion with a 0.125 contrast grating that was otherwise like the test grating.

provide details about the time course of the response. We need
to consider response histograms to see why phase is retarded
by adapting. In Fig. 1, the averaged peristimulus-time histo-
grams (PSTHs) are presented for a simple cell’s responses to
4-s presentations of a 0.28-cpd grating at a contrast of 0.25 drift-
ing in the preferred direction at 4 Hz. Both histograms show
responses to the same test stimulus, but the open PSTH is
derived from trials following 8 s of zero contrast and the shaded
one from trials following adapting for 8 s at a contrast of 0.125.
The onset of the excitatory response in the adapted condition
is delayed, the amplitude is reduced, but the offset of the
response is unaffected by adapting. Note that only one spike
was evoked in the adapted condition during the time when the
stimulus began to drive the cell in the control condition, despite
the fact that this averaged histogram includes data from stimulus
cycles occurring long after the end of the adapting stimulus.
Thus, the aftereffect clearly endured for at least 4 s following
8 s of adapting, although the test stimulus itself may have an
important role in maintaining the aftereffect. At any rate, the
difference between the onset and offset of the response is not
due to decay of aftereffect strength, but instead suggests that
the mechanisms underlying the aftereffects differentially influ-
ence these components of the response.

Onsets and offsets were estimated for all histograms by com-
paring the times when responses crossed the half-maximal level.
These computations required considerable smoothing to disam-
biguate the level crossings. As will be shown below, the changes
in onset times induced by adapting decrease dramatically with
temporal frequency. The differences between adapted and con-
trol times were therefore multiplied by stimulus temporal fre-
quency, obtaining shifts as portions of a cycle. Onsets were
delayed an average of 0.055 + 0.004 cycles whereas offsets were
not consistently changed by adapting (0.006 + 0.004 cycles,
N=192). The difference between the adaptation-induced change
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in offset vs. onset was highly significant (z = 9.4, P = 107",
paired ¢-test). The raw time differences (32 + 5 ms for onset,
7 + 4 ms for offset), despite their variability, also differed sig-
nificantly (t = 5.7, P = 1077).

It thus appears that adapting impedes the cell from reach-
ing firing threshold, but once activity is established this sup-
pression is no longer effective. Further examples of this behavior
will be shown below. Identical results were obtained by com-
paring responses to the adapting stimulus at the beginning and
end of the adapting portion of the trial (not shown). These find-
ings can be retrospectively verified in other investigators’ data.
All records of simple cell responses to steady-state stimuli last-
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ing on the order of 10 s should show these effects. The present
study provides details of this phenomenon obtained through sys-
tematically controlled experiments in which temporal frequency
or contrast were varied.

Aftereffects as a function of contrast

Contrast-response functions were obtained from ten cells under
control and adapted conditions. An example is shown in Fig. 2
(the data in Fig. 1 were taken from this experiment). This cell
was tested at 20 contrasts and adapted at 2 contrasts. As the
adapting contrast increases from 0.125 to 0.5, the magnitude
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Fig. 2. A: Contrast-response functions in three different states of adaptation are plotted. Increasing phase values correspond
to later responses. Markers indicate means over the nine trials, and error bars show standard errors of these means. All grat-
ings had a spatial frequency of 0.28 cycles/deg and a temporal frequency of 4 Hz. Adapting stimuli had contrasts of 0, 0.125,
or 0.5. Test contrasts ranged from about 0.01 to 1 in steps of a third of an octave. The broken line in the phase graph shows
the phase values that would be predicted if the timing aftereffects depended solely on the rightward shift between the control
and adapted-at-0.5 amplitude data and on the control phase advance with contrast. This prediction is contrasted with the mea-
sured values shown by the square symbols and dashed line. B: The adapted responses were compared to the control responses
by means of the #-score (control mean minus adapted mean divided by the square root of the summed squared standard errors)
between them. The amplitude aftereffects are positive (amplitudes are reduced by adapting) once control threshold is reached,
and the aftereffects from adapting at 0.5 contrast are stronger than those from adapting at 0.125 at high test contrasts. The
phase aftereffects are negative (phase values are increased by adapting) once the adapted threshold is reached (since the vari-
ance of the phase means are too high below threshold). The timing aftereffects are also stronger at the higher adapting con-
trast. C: Averaged histograms are shown for the ten highest test contrasts and for each of the three adapting conditions. The
scale bar at the top applies to all histograms. The control responses (solid lines) have earlier onsets than the adapted responses

(dotted and dashed lines).
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of both amplitude and phase aftereffects increases. The mean
responses are shown in Fig. 2A, and a measure of aftereffect
strength (the f-score between the control and adapted responses)
is plotted in Fig. 2B. The dotted lines indicate a convenient but
somewhat arbitrary level of 2.0 that serves as a reference for
when to consider aftereffects to be strong. Clear aftereffects are
seen with both adapting contrasts once the test contrast reaches
threshold. The timing aftereffects are not as apparent as the
amplitude aftereffects at low contrasts because more spikes need
to be obtained in both control and adapted conditions to see
the changes in timing than in amplitude. Histograms corre-
sponding to the high contrast (0.125 to 1) test stimuli for this
experiment are shown in Fig. 2C. The retarded phase values can
again be seen to reflect late onsets. The responses following
adapting at 0.5 also have later onsets than those adapted at
0.125.

Note that the phase vs. contrast functions in Fig. 2A show
a phase advance with increasing contrast. The histograms in
Fig. 2C can also be seen to arise and decay earlier with increas-
ing contrast. This phase advance has been previously described
(Dean & Tolhurst, 1986; Carandini & Heeger, 1994), and pre-
sumably reflects in part the retinal contrast gain control present
in the responses of ganglion cells (Shapley & Victor, 1981; Vic-
tor, 1987, 1988) and partly intracortical mechanisms. Given the
fact that adapting shifts the response amplitude vs. contrast
function to the right, do the phase aftereffects simply reflect
the corresponding rightward shift of the phase vs. contrast func-
tion? Three lines of evidence will be presented here to show that
this is not the case. One way to evaluate this possibility is to
compute the expected adapted phase values by shifting the con-
trol phase values by the rightward shift seen in the amplitude
data. These computations* revealed that the phase aftereffects
are not due to such a simple dependence on the amplitude after-
effects and the phase advance with contrast. The broken line
in Fig. 2A (and also in Figs. 3-6) shows the predicted phase val-
ues for the adapted-at-0.5 case, based on the amplitude data
and the control phase values. The predicted phase values are
much larger than the actual values, despite the strong timing
aftereffects induced by this adapting stimulus. In other words,
the amplitude curve shifted farther to the right than the phase
curve.

Less-simplistic predictions might be expected to provide a
better fit to the data, but there are deeper problems with the
hypothesis that the timing aftereffects are directly related to the
phase advance with contrast. Although there are not yet any
thorough studies of the cortical phase advance, it varies across
cells and temporal frequency, as in the retina and lateral genic-
ulate nucleus (Victor, 1987, 1988; Saul & Humphrey, 1990). In
two cells in this series, no phase advance was present (at least
for low temporal frequencies), yet timing aftereffects were still
observed. Fig. 3 shows an example where phase was actually
retarded with increasing contrast. If timing aftereffects were
related to the contrast shift seen in the amplitude data, then

*The predicted adapted phase values were obtained by finding the
control phase value at the contrast that gave a control amplitude equal
to the adapted amplitude:

dicted . =1
¢P\r§a§§i (C) == ¢C0ntrol [AComrol(AAdapted(c))]

In mathematical words, this tests the commutativity of adapting with
the relation between amplitude and phase.
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Fig. 3. Contrast-response functions from a cell that did not show a
phase advance with contrast when tested at 4 Hz and 0.32 cycles/deg
in the preferred direction and adapted at 0.48 contrast. The ten test con-
trasts were 0.01, 0.02, 0.04, 0.08, 0.16, 0.24, 0.32, 0.48, 0.64, and 1.
Each condition was tested ten times, with 8-s adapting portions and 4-s
test portions. The broken line again shows the prediction of the adapted
phase values based on the amplitude data and the control phase values.

adapting would advance the phase in this case (as indicated by
the broken line). Instead, the normal aftereffect of retarded
phase was seen.

To complete the evidence against the hypothesis that timing
aftereffects represent no more than a shift along the contrast
axis, note that histograms shift with contrast in a different way
than they do with adaptation. With decreasing contrast, both
onsets and offsets occur later in the stimulus cycle. Adaptation
instead only delays onsets. In summary, adaptation does not
commute with the amplitude/pk-se relation, timing aftereffects
are independent of the phase advance with contrast, and de-
creasing contrast shifts both onsets and offsets of response
histograms. These results show that phase aftereffects do not
correspond in a simple way to the phase advance associated with
contrast gain control. However, the present results leave un-
resolved the important question of how adaptation is related
to contrast gain control.

The consistency of the aftereffects reported here was strik-
ing. To illustrate this point, further examples are illustrated in
Figs. 4-6. These three cells span the range of degree of after-
effects, from strong in Figs. 4 and 5 to weak in Fig. 6. The ampli-
tude and phase values are shown, along with histograms. Note
how the amplitude and phase aftereffects are poorly correlated,
with a tendency for the amplitude aftereffects to be stronger
at lower contrasts than the phase aftereffects. The example in



196

—e— Control
60 —| | @ Adapted at 0.3

Amplitude (ips)

Contrast

-0.05 —

-0.10 -

-0.15 —

-0.20 —

Phase (cycles)

-0.25 —

-0.30 —

"0.004 0016 0063 025 1

"0.004 0.016 0.063 025 1

Contrast

A.B. Saul

— Control
----- Adapted at 0.3

Contrast )
- 100 ips

0.25

0:125

0.063

0.031
0.00

Time (s)

Fig. 4. Data from a cell tested at ten contrasts ranging from about 0.002 to 1 in octave steps at 0.125 cycles/deg and 4 Hz
in the preferred direction. Adapting and test portions of the trials lasted 8 s and 4 s, respectively, with ten iterations. The adapt-

ing contrast was 0.3.

Fig. 5, in particular, shows how amplitude can be unaffected
even though the timing is strongly retarded. The histograms
from these cells demonstrate the consistent asymmetry in the
effects of adaptation on onset vs. offset.

To average data from different cells, aftereffects as measured
by the ¢-score index were plotted vs. the difference (in octaves)
between the test and adapting contrasts. Population results,
from ten cells, are shown in Fig. 7. The hypothesis that these
means did not differ from zero was tested by a one-tailed #-test,
and points where this hypothesis was rejected are indicated with
star symbols. The averaged amplitude aftereffects show little
dependence on contrast over a five-octave range. Highly sig-
nificant aftereffects were found even two octaves above the
adapting contrast. This is consistent with previous reports that
adapting induces a rightward shift of the contrast-response func-
tion over a broad range of contrasts.

The phase aftereffects are significant over a narrower range,
only within one octave of the adapting contrast. Timing after-
effects disappear at low contrasts, but this is due at least in part
to the fact that responses are too poor at low contrast to observe
reliable aftereffects. Aftereffects appear to remain strong at high
contrasts, but adapting contrasts tended to be fairly high in this
sample (mostly 0.5), yielding few points at contrasts more than

1.5 octaves above the adapting contrast (that is, in the +2 octave
bin).

The absolute change in response amplitude induced by the
adapting stimulus is not very meaningful because of the wide
range of amplitudes seen in the control condition. This is the
reason for presenting a normalized measure such as the #-score
index used here, or a ratio measure used by many others. In
contrast, response phase values lie in a uniform range and the
amount of phase delay caused by the adapting stimulus pro-
vides a useful measure of the aftereffect. Typically, this delay
amounts to about 0.05 cycles, independent of temporal fre-
quency (see below). The average change in phase is plotted in
Fig. 7, and, like the ¢-score measure, reaches significance within
one octave on either side of the adapting contrast. Over this sam-
ple, which included some points that showed no aftereffect,
phase values were retarded on average about 0.02 cycles.

Aftereffects as a function of temporal frequency

Temporal-frequency tuning was tested in control and adapted
states in 19 cells. Previous work has demonstrated that ampli-
tude aftereffects are tuned in the temporal-frequency domain,
in that frequencies near the adapting temporal frequency are
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Fig. 5. This cell was tested at 0.15 cycles/deg and 4 Hz in the preferred direction at contrasts ranging from about 0.04 to 1
in half-octave steps, and adapted at 0.5 contrast. Other parameters are like those in Fig. 4.

most strongly affected, with a bias toward higher temporal fre-
quencies (Maddess et al., 1988; Saul & Cynader, 19895). In the
present experiments, these results were extended to the tuning
of phase aftereffects. Fig. 8 shows an experiment in which a
simple cell was tested at ten temporal frequencies and adapted
at four temporal frequencies. The 0.25-Hz points have been
removed from these graphs for clarity because responses were
negligible there (as they were at 16 Hz). The control amplitude
tuning shows a preferred temporal frequency of about 2 Hz.
The adapted tuning is similar but of lower amplitude, with some
shifts of the optimal frequency.

Response phase increases fairly linearly as a function of tem-
poral frequency (Lee et al., 1981; Hamilton et al., 1989; Saul
& Humphrey, 1990, 19925; Reid et al., 1992). The slope corre-
sponds to a latency, or integration time, which ranges from 40-
200 ms in primary visual cortical cells (Hamilton et al., 1989;
Saul & Humphrey, 1992b; Reid et al., 1992). The intercept of
the phase vs. temporal-frequency line depends on the receptive-
field structure, but contains an arbitrary shift that is not ac-
counted for in these data alone, since the position of the grating
relative to the receptive field is not determined. However, for
our purposes it is the comparison between the control and
adapted phase that matters, so this arbitrary shift is canceled.
The adapted phase values are consistently slightly later than the

control values. The difference is typically about 0.03-0.05 cycles.
For many of the adapted/control pairs, this small difference is
significant at the P < 0.01 level using a standard univariate ¢-
test (as well as by circular statistics tests), since their standard
errors are about 0.01 cycles. Because these changes occur pri-
marily at low temporal frequencies (1-3 Hz), the intercepts of
the phase vs. temporal-frequency lines change more than the
slopes. The intercept was increased from —0.018 cycles in the
control condition to 0.037, 0.063, 0.046, or 0.014 cycles in
the adapted conditions, whereas the slopes ranged from the
control value of 66 ms to 54, 58, 63, and 73 ms.

Fig. 8B shows histograms from this experiment. Responses
can be seen to occur later in the stimulus cycle as temporal fre-
quency increases. Again, the main effects of adapting were to
decrease response amplitude and to delay response onsets but
not offsets. The adapted responses started later than the con-
trol response in every case, but recovered later in the cycle.

The change in response timing induced by adapting is treated
as a change in phase values rather than as a pure delay because
the degree to which phase is altered is relatively constant across
temporal frequency. Fig. 9 compares the phase-change and time-
delay alternatives, for the 8-Hz adapting data from Fig. 8. When
plotted as a change in phase values, the aftereffect is fairly con-
stant at about 0.06 cycles. Replotting the same data as a pure
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Fig. 6. Weaker aftereffects were obtained from this cell tested at 0.3 cycles/deg and 4 Hz in the preferred direction. Other
parameters are as in Fig. 5. The histograms in B have been rotated by a half-cycle for clarity.

delay (by dividing by temporal frequency) therefore shows a
decreasing function of temporal frequency, with delays rang-
ing from about 60-10 ms. The time delay induced by adapting
always decreases with temporal frequency, as will be empha-
sized below. It is more appropriate to present the data in the
frequency domain rather than the time domain.

For comparison across cells, aftereffect strengths were com-
puted using the ¢-score measure, and plotted as a function of
test temporal frequency relative to adapting temporal frequency.
These values were then averaged across the 19 cells tested in this
way. Fig. 10 shows the average amplitude and timing aftereffect
tuning, as well as the average change in the response phase value
itself. The distribution of adapting temporal frequencies used
resembled the range of optimal frequencies observed in area 17
simple cells (c.f. Fig. 4A in Saul & Humphrey, 1992a). The geo-
metric mean of the adapting temporal frequencies was 2.3 Hz.
As observed previously (Saul & Cynader, 1989b), the amplitude
aftereffects are broadly tuned around the adapting frequency.
Several studies have observed that aftereffects are stronger at
high temporal frequencies (Maddess et al., 1988; Saul & Cynader,
19895; Bonds, 1991). No bias was observed for higher tempo-
ral frequencies in this small sample, although when the subset
of data for adapting and testing in the same direction was con-
sidered (not shown) a slight bias was seen. The timing after-

effects are also tuned around the adapting frequency, with some
bias for lower temporal frequencies. Phase is significantly
retarded in the population for temporal frequencies within an
octave of the adapting frequency, and at two octaves below as
well. Note that timing was not delayed at high temporal fre-
quencies (i.e. 2-3 octaves above the adapting frequency), even
though amplitude was reduced there. The different tuning of
the amplitude and phase data suggests that these two measures
of aftereffects are not correlated, and that the phase aftereffects
are not dependent on the amplitude aftereffects. The total sam-
ple of 538 points where amplitude and phase aftereffects were
measured showed only a weak correlation (r = —0.2; the nega-
tive correlation reflects the tendency to have reduced amplitude
and increased phase following adapting).

The slopes (latencies) and intercepts (absolute phase values)
were measured from the phase vs. temporal-frequency data in
the control and adapted conditions. These two measures char-
acterize timing behavior well (Saul & Humphrey, 1990, 1992b).
Latency comprises delays and integration times due to filtering
and other processing. Absolute phase includes timing proper-
ties related to the stimulus cycle (whether responses are to
bright or dark, and how transient or sustained and lagged or
nonlagged the responses are). Fig. 11 shows histograms of the
differences between control and adapted values of these param-
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Fig. 7. Population data based on ten cells from which contrast-response
functions were obtained in control and adapted states. Test contrasts
were normalized to the adapting contrast by computing the difference
in octaves between them. The indices of aftereffect strength (the #-scores
for amplitude and phase and the pure phase shift induced by adapting)
were then put into octave-wide bins and averaged. Shown here are the
means and standard errors of those indices. The number of points in
each bin from —3 to +2 octaves are 44, 36, 55, 46, 32, and 6, respec-
tively. The stars mark those means that differ significantly from 0. Most
data were obtained from adapting near 0.5 contrast and 4 Hz. Test tem-
poral frequency always matched the adapting temporal frequency.

eters, along with their correlation. As discussed for the exam-
ple of Fig. 8, latencies were not consistently increased by
adapting, whereas absolute phase values were almost always
retarded. The absolute phase data has a clear mode shifted to
the right of zero, with only three points out of 35 showing
advanced absolute phase. The average absolute phase differ-
ence induced by adapting was 0.05 cycles, and the adapted abso-
lute phase values differed highly significantly from the control
values.

In contrast, the latency differences were somewhat mixed,
with a mean of 10 ms that is equivalent to about two bin widths
in the original histograms. The adapted latencies were slightly
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shorter than the control latencies on average, clearly indicat-
ing that the retarded response timing caused by adapting does
not correspond to a shift in latency measured in this way. The
control and adapted latency values differed significantly (P =
0.005), but, as seen at the bottom, this is apparently due to the
negative correlation between the slope and intercept parameters.
The increased absolute phase following adapting forced laten-
cies to decrease because phase was relatively unaffected at high
temporal frequencies. Adaptation affects phase values predom-
inantly at low temporal frequencies. In addition or alternatively,
adaptation affects where in the stimulus cycle spikes occur or
do not occur (i.e. at response onset) rather than how long the
cell takes to respond. If adapting simply delayed responses, this
would be reflected in the latency, rather than absolute phase,
since a delay causes larger phase changes as temporal frequency
increases and the stimulus cycle shortens. Thus, as pointed out
above, the effect of adapting on response timing can not be con-
sidered to be a time delay.

Time course of aftereffects

As mentioned above, aftereffects appeared to persist for sev-
eral seconds. This is important here because transient effects
could preferentially eliminate early responses as opposed to later
responses, thereby inducing a shift in response timing. In other
words, the timing changes could be due simply to the decay of
aftereffect strength over time. The evidence contradicts this
hypothesis. The data were reanalyzed, ignoring the first 2 s of
the test portion of the trials, preserving only the final 2 s. If
such test responses showed aftereffects, it would argue for a
persistent influence of the adapting stimulation. A caveat was
noted above that the intervening test stimulation could main-
tain the aftereffect, but this would contradict the idea that the
timing changes are due to decaying aftereffects.

Fig. 12A shows representative data from a cell that was tested
at a range of temporal frequencies and adapted at 2 Hz.
Responses at 1 and 2 Hz, in control and adapted states, are
shown for the entire 4 s of testing as well as for the final 2 s.
The latter responses were nearly indistinguishable from the ear-
lier ones. In the adapted histograms, no spikes are present at
control response onset even during the last 2 s of testing.

The caveat mentioned above was directly addressed by test-
ing three cells with a range of delays between the end of adapt-
ing and the start of testing. How much do aftereffects decay
during this delay? To keep the test conditions comparable, only
the onset of the test stimulus was delayed, so that all conditions
ended 4 s after the adapting stimulus was removed. Thus, in
Fig. 12B, nine test conditions were presented, with delays rang-
ing from 0 to 2000 ms. All stimuli were gratings drifting in the
preferred direction at 0.15 cycles/deg and 4 Hz, with 8-s adapt-
ing portions at either 0 or 0.5 contrast, and test gratings at 0.25
contrast. Each test stimulus had a different duration because
of the delay, so that the duration was 4000 ms minus the delay.
Because fewer cycles were presented at longer delays, reliabil-
ity tends to decrease with increasing delay. Delays longer than
2 s were not used because of this problem. The delays were cho-
sen so that an integral number of cycles of the 4-Hz stimulus
was completed in every case. Aftereffects persisted for about
2 s, weakening somewhat with increasing delay. The timing
aftereffects consisted of a phase change of about 0.04 cycles
at short delays, decaying to about 0.02 cycles at longer delays.
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Fig. 8. A: Responses are shown to gratings of 0.3 cycles/deg and 0.2 contrast drifting in the preferred direction at a range
of temporal frequencies under several adapting conditions. Adapting stimuli were presented for 10 s, followed by 4-s test por-
tions. Each condition was tested either eight or nine times. Phase increases fairly linearly with temporal frequency, but the
temporal-frequency axis is plotted logarithmically. The phase axis and the temporal-frequency axes have been truncated for
clarity, omitting some responses that were negligibly weak. B: Histograms for those temporal frequencies where reasonable
levels of response were obtained are plotted for each of the adapting states. The time base varies with temporal frequency.
The control responses have earlier onsets than the adapted responses in almost every case. These histograms have been rotated

by a half-cycle for clarity.

Adaptation therefore produces short-term changes in cortical
activity that specifically affect response onsets.

Discussion

Adaptation affects the timing of visual responses as well as their
amplitude. Responses occur later following adapting. These
retarded phase values are seen near the adapting temporal fre-
quency, typically within an octave of the adapting stimulus.
Timing aftereffects show a bias toward low temporal frequen-
cies. This bias is opposite that seen for amplitude aftereffects,
which are biased toward high temporal frequencies (Maddess
et al., 1988; Saul & Cynader, 19895; Bonds, 1991). The disso-

ciation of timing and amplitude aftereffects implies that when
a cell responds can be altered without changing how strongly
it responds. Some of these findings on the tuning of phase after-
effects are subject to the problem that amplitude aftereffects
can preclude the observation of phase changes, because few
spikes are evoked in the adapted condition. For instance, reli-
able phase values are more difficult to obtain at low contrasts
and at high temporal frequencies. However, in many cells a bias
was present even when responses were adequate to yield small
standard errors of the phase means (as in Fig. 8).

Since contrast advances response phase in most cells, the
decreased apparent contrast (rightward shift) following adapt-
ing would be expected to retard phase. However, the timing
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phase values is plotted in two ways for the data from Fig. 8. The phase
difference is shown against the left axis with triangles that point upward,
and the time difference is plotted against the right axis with downward
triangles. The delay values are obtained by dividing the phase differ-
ences by the temporal frequency. Adapting retards phase relatively con-
stantly across temporal frequency compared to the effect on time delays,
which are very short at high frequencies.

aftereffects do not correspond to changes in apparent contrast
for several reasons. For one, adapting retards phase even when
there is no phase advance with contrast. For another, both onset
and offset of response shift with contrast, but only the onset
is delayed by adapting.

The most remarkable result is the consistent lack of firing
at the time of control response onset, and the subsequent recov-
ery of activity. This demonstrates the specificity of adaptation
in a new sense. Adaptation does not cause a generalized increase
in threshold or other fatigue-like processes, but acts on only a
limited subset of a neuron’s response repertoire. Dean (1983),
by similarly examining histograms, showed that adapting does
not simply raise thresholds. He shifted the peaks of the adapted
histograms to align them with the control waveforms, and there-
fore discarded the data behind the key finding of the present
work. Just as this finding can falsify hypotheses about adapta-
tion, it can provide inspiration for further modeling.

Mechanisms

The substrate for neuronal adaptation aftereffects is unknown,
but several investigators have speculated that a potentiation of
mutually inhibitory interactions is involved (Dealy & Tolhurst,
1974; Wilson, 1975; Vautin & Berkley, 1977; Movshon & Len-
nie, 1979; DeBruyn & Bonds, 1986; Saul & Cynader, 19895;
Heeger, 1992; Wilson & Humanski, 1993). This suggestion cor-
responds to the feeling that adaptation is a gain control process
involving dampening of the entire cortical network. However,
no direct evidence supports this idea, and attempts to modify
aftereffects by iontophoretic application of antagonists to the
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Fig. 10. Population data from 19 cells for the temporal-frequency tun-
ing of aftereffects. As in Fig. 7, three measures of aftereffect strength
are shown, plotted against test temporal frequency relative to adapt-
ing temporal frequency. Means and standard errors are shown for points
ranging from —4 to +4 octaves, where the number of points in each
of these nine bins was 20, 38, 59, 70, 80, 94, 83, 62, and 32, respec-
tively. Some of these points were derived from conditions where the
adapting and test direction matched and others where adapting and test
directions were opposite. Opposite direction points numbered 4, 10, 17,
19, 21, 25, 24, 18, and 10 out of the sample sizes given above. As in
Fig. 7, stars indicate means that differ from 0 at the 0.001 level.
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Fig. 11. Lines were fit to the phase vs. temporal-frequency data for
each adapting condition. The intercept (absolute phase) and slope
(latency) of each control condition were subtracted from the correspond-
ing values for the adapted conditions. These differences were then com-
piled across the population of 19 cells to generate these histograms.
Several adapting conditions were used in some cells, yielding 35 differ-
ences in all. The mean of each distribution is indicated with an arrow.
For the absolute phase difference the mean was 0.05 cycles, with a stan-
dard deviation of 0.05 cycles. The adapted and control absolute phase
values were significantly different (paired #-test, P = 2.7 X 10710, ¢t =
8.8, N = 135). For the latency difference, the mean was —10.3 ms, with
a standard deviation of 19.5 ms. The paired #-test led to a significant
difference between control and adapted latencies (P = 0.005, ¢ = —3.03,
N = 35). At the bottom, the correlation between the absolute phase and
latency differences is demonstrated, along with the regression line
through the points.This line had an intercept of 0.03 cycles and a slope
of 1.9 Hz, with a correlation coefficient of —0.76.
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inhibitory transmitter GABA have failed to reveal any such
modifications (DeBruyn & Bonds, 1986; Vidyasagar, 1990;
McLean & Palmer, 1992).

The following attempt to account for the data presented
above will nonetheless be based on potentiation of inhibition.
This discussion therefore serves less to explain adaptation than
to see how the timing properties could come about. The prob-
lem is to obtain the asymmetric effect where activity is sup-
pressed at onset but not at offset. The path to solving this
problem crosses two conditions. The asymmetry can be obtained
if (1) the source of the suppressive inhibition acts at onset but
is silent later in the target cell’s response. A model must also
apply uniformly to all cells, since there do not appear to be cells
that adapt in radically different ways. Therefore, (2) the sources
of inhibition must themselves be subject to inhibition early in
their responses.

Simplifying to a two-cell model (illustrated in Fig. 13), the
two conditions above lead to a pair of mutually inhibitory neu-
rons that respond a half-cycle out of phase with-each other. In
this way, each cell fires primarily when its partner is silent. How-
ever, if the inhibition (solid curves in Fig. 13 show inhibition
onto cell whose response is shown on the same axis) has a lon-
ger time course than the activity that generates it, then each cell
would see an inhibitory input when it is starting to respond
(Fig. 13). Adapting is thought of as potentiating this inhibitory
input, creating an increased suppression at onset. Because the
source of the inhibition is silent after onset, the response recov-
ers later in the stimulus cycle.

This model has the structure of a push-pull pair, that is,
antagonism between receptive fields that differ by a half-cycle
(Hubel & Wiesel, 1959; Palmer & Davis, 1981; Ferster, 1986,
1988; Heggelund, 1986; Tolhurst & Dean, 1987, 1990; McLean
et al., 1994). One might think intuitively that two such recep-
tive fields have opposing response properties, but this is not the
case. For instance, push-pull receptive fields prefer the same
direction of motion (they share orientation preference by defi-
nition). A simple example may help to illustrate this. Suppose
the two model cells each receive a single excitatory input from
geniculate afferents that differ from each other by a quarter-
cycle in space and in time (i.e. they are in spatiotemporal quad-
rature). The total input to each cell would then consist of an
excitatory and an inhibitory input that are in spatiotemporal
quadrature, which would render the cortical cells direction selec-
tive. The two cells would prefer the same direction, however,
and would respond a half-cycle apart when stimulated in this
direction (since they receive identical inputs except for the sign
reversals). In the nonpreferred direction, rather than respond-
ing a half-cycle apart the two cells respond simultaneously, and
through mutual inhibition suppreéss each other. Thus, one would
expect that timing aftereffects would differ between the two
directions in direction-selective cells according to this model.
Unfortunately, this hypothesis is difficult to test because of the
poor responses in the nonpreferred direction of direction selec-
tive cells. Intracellular recording may be required to test this
aspect of the model.

The two-cell model was presented for simplicity, and has
deficiencies as stated (for instance, total suppression in the non-
preferred direction is impossible). In reality many cells are
involved, and the model can be scaled up to a richly intercon-
nected cortex in several ways. The important aspect is that it
predicts that the inhibition onto a cell is tuned similarly to the
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Fig. 12. Controls to rule out decaying aftereffects as the cause of timing changes. In A, data from a temporal-frequency tun-
ing experiment show how the responses durirg the final 2 s of the test portion compare to the entire 4 s. These responses were
obtained from nine iterations at 0.2 contrast and 1 cycles/deg in the preferred direction, following 10 s of adapting at a con-
trast of 0 or 0.3. The histograms from the 1- and 2-Hz test stimuli show that the onsets were delayed as much after 2 s as
they were immediately following the end of adapting. In B, the persistence of aftereffects was examined in a separate experi-
ment by delaying test stimulus onset. All gratings drifted in the preferred direction at 0.15 cycles/deg and 4 Hz. Test stimuli
of 0.25 contrast were turned on at delays ranging from 0 to 2000 ms following the offset of the 8-s-long, 0.5-contrast adapting
stimulus. Test stimuli were turned off 4 s after the offset of the adapting stimulus, so the number of stimulus cycles presented

varied with the delay.

excitation (Blakemore & Tobin, 1972; Saul & Daniels, 1986; Fer-
ster, 1986, 1988), but that this inhibition is shifted by a half-
cycle relative to the excitation (Tolhurst & Dean, 1990). The
match between response properties implies that aftereffects are
tuned around the adapting stimulus, and that adaptation
behaves like a tuned version of gain control or normalization.
In Heeger’s (1992) model, the feedback inhibition responsible
for normalizing responses was assumed to be nonspecific. Wil-
son and Humanski (1993) show that the tuning of adaptation
can arise simply from the tuning of inhibition. Because many
cells contribute to the inhibitory input onto a given cell, non-
specific effects occur. However, the net tuning of the inhibi-
tory input matches the response properties of the target cell,

creating specific aftereffects. The net inhibitory activity is about
a half-cycle out of phase in time with the response of the target
cell, creating the specific timing changes revealed here.

The model emphasizes that the tuning of adaptation after-
effects can also arise from changes in response timing. The fact
that amplitude aftereffects become stronger with increasing tem-
poral frequency could reflect a change in the half-cycle differ-
ence between mutually inhibitory cells as a function of temporal
frequency. At higher temporal frequencies, the push-pull rela-
tion probably changes (Saul & Humphrey, 1990, 19924). It
should be stressed that adaptation is not more powerful at high
temporal frequencies; this is only true of the amplitude after-
effects (Maddess et al., 1988; Saul & Cynader, 1989b; Bonds,
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Fig. 13. Simulation results for a two-cell model for timing aftereffects.
Cells A and B were given excitatory inputs that were noisy sine waves
separated by a half-cycle. The response from each cell was convolved
with an exponentially decaying function to low-pass filter the subtractive
inhibitory input to the other cell. The simulation computed the half-
wave rectified responses by an iterative feedback procedure. The in-
hibitory gain was increased by a factor of 10 between the control and
adapted conditions shown here; otherwise the computations were iden-
tical. The histograms from the middle section of the responses of cell
B are compared at the bottom. As in the real data, onsets were delayed
but offsets were unaffected.

1991). At low temporal frequencies, even in the absence of a
big change in response strength, one would expect the change
in timing to affect behavior. Psychophysical correlates of the
single-cell results might therefore be found at low temporal fre-
quencies where amplitude aftereffects would interfere less.

A.B. Saul
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